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Abstract 

Quality assessment of No-Reference (NR) images is the process of finding a novel metric via comparable results with the 

results of Full-Reference (FR) metrics. Otherwise, it is the process of finding a computational model that can predict the 

human perceptual system. This research paper focused on the process of NR images quality assessment using the Entropy of 

First Derivative (EFD). Four color images are used as a sample in the Hue-Saturation-Value (HSV) system. The images were 

distorting manually with Gaussian blur, and the quality of distorted images was measured using the Normalize Mean Square 

Error (NMSE) as a FR metric. Then the EFD metric was used to assess the quality of distorted images. The results are 

compared with the results of the FR to find the efficiency of the NR metric. Therefore, it can contribute that EFD metric could 

be used in image quality assessment, and the HSV color space is an appropriate color space for this NR metric. 

Keywords 

Blurring, EFD, No Reference, HSV, Gaussian Blurring, Quality Assessment, IQA, Blurred Images 

Received: June 27, 2015 / Accepted: July 10, 2015 / Published online: July 23, 2015 

@ 2015 The Authors. Published by American Institute of Science. This Open Access article is under the CC BY-NC license. 

http://creativecommons.org/licenses/by-nc/4.0/ 

 

1. Introduction 

Image quality assessment plays an important role in image 

and video processing and computer vision applications. 

Measuring the perceptual quality of images has been 

developed by many approaches. The previous works of 

objective image quality assessment IQA can be classified into 

two category content based and distortion based. Algorithms 

are aiming to find the inherent property of images are known 

as content based, for instance, Ke [1] was design high-level 

semantic features to classify between high-quality 

professional photos and low-quality snapshots. Also, Li and 

Chen [2] were studied the aesthetic visual quality of 

paintings. These images are usually considered as noise free. 

On the other hand, degradation based approaches are focused 

on the degradation that arise from different distortion sources. 

Generally, there are three types of degradation based 

algorithms IQA based on the availability of referenced image, 

full-referenced FR, reduced- reference RR, and no-referenced 

NR approaches [3]. FR [4-8] and RR [3, 9, 10] are widely 

developed with some well-established methods which 

interconnected well with human perception of quality. 

However, NR-IQA methods are still considerable field for 

improvement. This research paper is focused on the 

assessment of NR-IQA of distorted images. NR-IQA methods 

are aimed to estimate the quality of distorted images without 

the knowledge of the referenced image with respect to human 

perception. These methods assumed the type of distortion 

[11-15] such as, Wang [11] was introduced block-ness 

measures for JPEG compressed images. Gastaldo and Zunino 

[12] were used neural networks to learn a mapping from the 

feature space to quality scores for JPEG compressed images; 

Brandão and Queluz [13] were evaluated noise in block-

based discrete cosine transform (DCT) domain arising from 

JPEG or MPEG encoding based on natural scene statistics 

(NSS) of the DCT coefficients. Furthermore, Marziliano [14] 
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was introduced blur and ringing measures for JPEG2k 

compressed images, and Sheikh [15] was developed an NSS-

based approach for JPEG2k compressed images. Every NR-

IQA approach has to work with specific distortion source, 

and it is efficiency depends on many factors, one of these 

factors is the color space of distorted images which affect the 

assessment process. There are many methods and algorithms 

that used in NR-IQA, one of these algorithms is the entropy 

of first derivative EFD. The EFD has an advantage that it 

depends on lightness, where lightness components are 

affected greatly with distortion than other components. A 

future work can be made by applying the EFD metric on 

images distorted by noise or any type of distortion. Also, it is 

possible to choose another color space for working on which 

may be better than HSV in image quality assessment. 

2. HSV Color Space 

Three components in HSV color model are hue (H), 

saturation (S) and value (V). Hue is an attribute associated 

with the dominant wavelength in a mixture of light waves 

[16]. Figure 1 clarifies the HSV color space.  

 

Figure 1. HSV color space [17]. 

The transformation from RGB color space to HSV color 

space is given by Eq. 1, 2, 3 [18]: 

� � �����, 	, 
�                                    (1) 

� � 
���
��

��                                          (2) 

� �
��
�
��

���
��
���
���

�
� �2 � ���


���
���
�
� �4 � ���


���
���
                                    (3) 

Where	��� � ���	��, 	, 
�		and				�!" � �!"	��, 	, 
�. All 

three components V, S, and H are in the range (0, 1). 

3. Blurring Distortion 

Blurring is un-sharp image which is generated from a variety 

of sources such as an atmospheric scatter, lens defocus, 

optical aberration, spatial, and temporal sensor integration 

[19]. In digital image there are three common types of Blur 

effect. Firstly, average blurs. Secondly, Gaussian blur, and 

thirdly, motion Blur [20]. The Gaussian blur is a type of 

image blurring filter that uses a Gaussian function -which 

also expresses the normal distribution in statistics- for 

calculating the transformation to apply to each pixel in the 

image [21-22]. The equation of a Gaussian function in one 

dimension which is an Eq. 4. However, the two dimensions 

form as a function of the position x, y is given by: 
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Where x is the distance from the origin in the horizontal axis, 

y is the distance from the origin in the vertical axis, and s is 

the standard deviation of the Gaussian distribution. It is 

applied in two dimensions so this formula produces a surface 

whose contours is concentric circles with a Gaussian 

distribution from the center point. The result values from this 

distribution are used to build a convolution matrix, which is 

applied to the original image. Each pixel's new value is set to 

a weighted average of that pixel's neighborhood. The original 

pixel's value receives the heaviest weight, which is having 

the highest Gaussian value and neighboring pixels receive 

smaller weights as their distance to the original pixel 

increases. The results in a blur that preserves boundaries and 

edges better than other, more uniform blurring filters. The 

blurring image is given by Eq. 5 [23]. 

./ � . ∗ 	                                     (5) 

Where . is the original image, 	 is the Gaussian function, ./ 

is the resulted blur image. 

 

Figure 2. Original image is degraded with Gaussian blurring at different 

values of sigma (S). 

Figure 2 shows the effect on Gaussian blurring of (hat) image 

with different values of Gaussian blurring factor Sigma. 
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4. Reference Quality 
Measurement 

There are many referenced metrics that used in IQA, the 

Normalize Mean Square Error is one of these metrics. 

Mean and Normalize Mean Square Error (MSE & NMSE) 

MSE is computed by averaging the squared intensity of the 

original (input) image and the resultant (output) image pixels 

as in Eq. 6 [24]: 
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Where e (m, n) is the error difference between the original 

and the distorted images. For lightness component as shown 

in Eq. 7. 

. = (0.299�) + (0.587	) + (0.114
)           (7) 

And the Normalization Mean Squared Error is defined as 

shown in Eq. 8. 
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The Normalized mean squared error for hue is given as 

shown in Eq. 9. 
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For saturation  

>1�2G =
∑ ∑ (G@(�,A)�G(�,A))(B

,CD
E
*CD

∑ ∑ G((�,A)B
,CD

E
*CD

                 (10) 

For value 

>1�2H =
∑ ∑ (H@(�,A)�H(�,A))(B

,CD
E
*CD

∑ ∑ H((�,A)B
,CD

E
*CD

                (11) 

5. No Reference IQM 

No reference image quality measurement refers to the 

problem of predicting the visual quality of the image without 

any reference to an original optimal quality image. This 

assessment is the most difficult problem in the field of image 

objective analysis [25] since many unquantifiable factors 

play a role in human perceptions of quality, such as aesthetics, 

cognitive relevance, learning, context [26]. No reference 

image quality is useful for many still image applications as 

assessment equality of high-resolution image, JPGE image 

compressed [27]. This objective method can measure image 

equality that is depending on verity of lightness and contrast. 

The Entropy of the First Derivative (EFD) of Image 

This method depends on the first derivative of an image, as 

shown in Eq. 12 [28]: 
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                              (12) 

Where .(�, #) is an image and .I(�, #) is the first derivative 

of .(�, #). 

The entropy of the first derivative is defined as follow in Eq. 

13 [28]: 
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Where �L is a discrete random variable with possible outcomes 

x1, x2,...xl, K(�L)	is the probability of the outcome 	�L . The 

outcome is understood as a gray level in the lightness image 

and its probability is calculated by Eq. 14 [28]: 

K(�L) =
RQ

4S
                                       (14) 

Where T = 1	,2	, . . . U, U  is the total number of possible 

lightness in the image, >V is the total number of pixels, and UL 

is the number of pixels that have lightness level 	�L . The 

higher entropy value denotes a better contrast in the image. 

6. Results 

The detailed results of our approach are presented in Fig. 3, 4 

and 5. Figure 3 shows the image samples were used in this 

approach. These images were converted from the red, green, 

blue (RGB) color space into the HSV color space. The 

images were distorted with Gaussian blurring with Sigma 

from 3 to 15. By using the EFD metric, it is found the results 

of this metric as shown in Fig. 4. After that, the NMSE was 

used as a FR metric to measure the quality of distorted 

images. Figure 5 shows the comparison between the results 

of the EFD and the NMSE for the distorted images. Finally, it 

is found that the correlation coefficients between EFD and 

NMSE as in the Table 1 for the four images and the average 

correlation coefficient of these images. 

7. Discussion 

The above Figs and Table are given as a full-imagination about 

quality, distortion, and the assessment process. In Fig. 4 we 

note that the quality measured by the NR metric is inversely 

proportional with sigma, where sigma is also inversely 

proportional with distortion that images have high distortion at 

low sigma and low distortion with high sigma. As a result, the 

quality has a direct proportional with distortion. The 

comparison in Fig. 5 shows that the behavior of the NR metric 

is almost much the FR metric. Also, the correlation coefficients 

in Table 1 is shown on that the EFD metric has succeeded to 

measure image quality of distorted images. 
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Figure 3. Images used in this research. 

Table 1. The correlation coefficients between the reference metric (NMSE) and the no reference metrics (EFD) in (HSV) color space for the four images and 

the average correlation coefficient. 

 Image 1 Image 2 Image 3 Image 4 Average Cor. 

Correlation coefficients  0.9383 0.8983 0.9887 0.9230 0.9372 

 

Figure 4. The EFD metric as a function of sigma for image 1, 2, 3 and 4 in HSV color space. 
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Figure 5. A comparison between EFD and NMSE results, for images 1, 2, 3, and 4 in HSV color space. 

8. Conclusions 

From the obtained results, the following conclusions could be 

drawn: 

� Quality of images is increasing directly with the 

increasing of sigma. 

� In EFD metric the quality is increasing directly with the 

increasing of sigma. 

� EFD metric has succeeded to measure image quality. 

� HSV color space is good for image quality assessment 

using the EFD metric. 
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