American
Institute of
Science

Public Health and Preventive Medicine
Vol. 1, No. 3, 2015, pp. 86-93 ¢Q} AIS

http://www.aiscience.org/journal/phpm

Developing Statistical Diagnosis Model by
Discovering Principal Parameters for Type 2
Diabetes Mellitus: A Case for Korea

Jae Hyun Nam?, Jongseong Kim?, Hoo-Gon Choi* *

'Friendoctor Clinic, Seoul, Republic of Korea
*Department of Systems Management Engineering, Suwon, Republic of Korea

Abstract

Objective: To determine the principal parameters for type 2 diabetes mellitus and develop a statistical diagnostic model to
ensure more reliable diagnosis based on laboratory test results. Design: The use of fasting glucose levels as the only parameter
is insufficient for making an accurate diagnosis of type 2 diabetes mellitus. Sample data were collected from a specialized
diabetes mellitus clinic (Friendoctor Clinic®) located in Korea. Statistical analyses including the t-test were used to select the
principal parameters, and a decision tree and clustering methods including expectation maximization were used to investigate
the relationships among the principal parameters. Setting: This study was conducted at the Department of Industrial
Engineering at Sungkyunkwan University, Suwon, Republic of Korea, and Friendoctor Clinic®, Seoul, Republic of Korea,
between March 2010 and February 2011. Subjects: The total number of subjects was 953, including 692 patients and 261 non-
patients (797 men, 156 women; age range, 19-81 years). Results: Among 32 laboratory test parameters, 10 statistically
principal parameters were obtained. The entire subjects were divided into four groups on the basis of the obtained principal
parameters: the patient group (PG), high-probability group (HG), low-probability group (LG), and normal group (NG).
Although the fasting glucose level is important for the diagnosis of diabetes mellitus, six additional parameters such as age,
GPT, A/G ratio, fasting glucose, MCHC and globulin were important for ensuring a more reliable diagnosis in the four groups.
These results were confirmed by the classifier attribute selection method. Conclusion: A large number of laboratory test results
were investigated comprehensively and intensively. Cases in patients belonging to each class (i.e., PG, HG, LG, or NG) can be
diagnosed and treated differently on the basis of the principal parameters and diagnostic model used. However, more in-depth
discussions about important risk factors such as high body mass index, genetic predisposition , lack of exercise, eating habits,
pregnancy, weight changes, poor socioeconomic conditions, smoking habits, kinds of drugs, and sex hormone levels are
required for the generalization of our results. This study’s findings will be a useful resource for diabetes research in Korea.
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must be managed by an effective governmental health care
1. Introduction program due to its significant social and economic losses.”
However, accurate disease etiology and pathogenesis remain
under investigation in various research areas. Therefore, it is
difficult to establish correct diagnostic or pathogenic criteria
for diagnosing this disease. The most common method has

The number of patients with type 2 diabetes in Korea has
rapidly increased over the past three decades. The percentage
of patients 2070 years of age was 8.6% and is expected to
increase 11.6% in the year 2025." Type 2 diabetes mellitus
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been a laboratory test to collect various types of data related
with liver function, hematology, urine, blood sugar levels,
kidney profile, and lipid profile from subjects. In Korea, if a
patient’s fasting glucose level is >120 mg/dL, they are
considered to have type 2 diabetes mellitus.” However, a
level of fasting glucose can be affected by other factors and it
can vary on daily basis. The use of fasting glucose as the
only parameter is insufficient for an accurate diagnosis of
type 2 diabetes mellitus.*’

The purpose of this study is to find the principal parameters
for type 2 diabetes mellitus and develop a diagnosis model to
ensure more reliable diagnosis. Typical statistical methods
and machine learning algorithms are utilized for this purpose.
Both correlation analysis and t-tests are utilized as statistical
methods to determine the significance of the statistical
difference between patients and normal subjects and the
relationships among laboratory test parameters. Decision tree
classification,® linear discriminant analysis (LDA),” support
vector machine (SVM),® radial basis function (RBF)
network,” Naive Bayes,'" and multilayer perceptron (MLP) "
algorithms are used to obtain the principal parameters. These
algorithms have presented their novel performances for
classification in several recent studies related to type 2
diabetes mellitus.'”'® In this study, the expectation
maximization (EM) clustering method'” is also used to divide
the entire subject into a more detailed patient and normal
groups: absolute patient group (PG), high-probability group
(HG), low-probability group (LG), and normal group (NG).

These groups were compared in an effort to identify the more
critical parameters among the principal parameters.

2. Data Collection and Analysis
Methods

2.1. Collecting and Preprocessing Data

In this study, laboratory test data from 953 medical subjects
tested in 2005-2009 were collected in a specialized diabetes
mellitus clinic located in Korea. A total number of 47
laboratory test parameters were examined. Among these
parameters, those related to liver function, hematology, urine,
blood sugar levels, kidney profile, and lipid profile were
selected. The parameters with either identical values or many
missing values were removed regardless of gender. A total of
32 parameters including gender type were selected for
analysis. Furthermore, the test values located outside of the
upper and lower limits were removed for each parameter
regardless of subjects using the box-plot method." This
preprocess can reduce the possible measurement errors of the
laboratory tests. Table 1 shows the descriptive statistics of
data of all 32 parameters. There are 159 subjects who were
still diagnosed with type 2 diabetes mellitus even though the
level was <120 mg/dL. This finding leads us to consider
other parameters as possible factors for the diagnosis of type
2 diabetes mellitus along with the fasting glucose parameter.

Table 1. Descriptive statistics of all data.

Parameter Min Max Mean Std. Dev. Parameter Min Max Mean Std. Dev.
Age 19 81 52.6 11.731 Hb (g/dL) 6.8 18.6 14.053 1.6274
GOT (IU/L) 9 98 26.16 12.374 Het (%) 20.3 93.1 42.761 5.2585
GPT (IU/L) 3 139 28.87 18.745 MCYV (fL) 72.6 113.8 94.246 5.2943
ALP (IU/L) 52 765 150.53  71.139 MCH (pg) 20.6 384 31.093 2.289
T.bilirubin (mg/dL) 0.2 1.8 0.692 0.2445 MCHC (g/dL) 21.1 42.1 32.964 1.589
T.protein (g/dL) 0.6 9.6 7.249 0.4965 RDW (%) 9.9 24.9 13.243 1.4359
Albumin (g/dL) 2.9 7.1 4.499 0.3292 Platelet (K/uL) 43 599 238.56 63.955
Globulin (g/dL) 1.4 44 2.761 0.3942 MPV (fL) 6.2 14.3 8.712 0.9861
A-G_ratio 0.8 3.6 1.673 0.307 Pct (%) 0.048 0.441 0.206 0.0473
Fasting glucose (mg/dL) 56 629 168.13  82.302 PDW (%) 11.6 62 16.196 1.7459
Creatinine (mg/dL) 0.2 13 1.021 0.4419 Neutrophil.seg (%) 9 88.7 54.558 11.0293
T.cholesterol (mg/dL) 102 360 186.74  38.784 Lymphocyte (%) 1 83 32.589 9.2602
Triglyceride (mg/dL) 20 959 173.51 124.12 pH 5 8.5 5.637 0.8508
HDL (mg/dL) 25 121 52.49 12.705 S.G 1.005 1.1 1.023 0.007
LDL (mg/dL) 3 229 98.81 33.851 Gender Patients Normal

WBC (K/uL) 2.4 16.5 6.433 1.8321 Male: Female: Male: Female:

RBC (M/uL) 2.35 5.84 4.529 0.5051 590 102 207 54

2.2. Analysis Methods

It is hard to simultaneously analyze 32 parameters and
statistically obtain significant parameters since the laboratory
test results in a complex data set that consists of various

relationships among the parameters. The predictive power is
reduced when the number of dimensions is increased using a
fixed number of training samples.'” Therefore, this study first
tried to find the principal parameters using basic statistical
methods such as t-tests and correlation analyses. The t-test
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results were used to check whether differences between mean
parameter values were statistically significant, while the
correlation analysis was used to determine the linearity
relationship between the paired parameters. The higher the
correlation between two parameters, the stronger the linearity
between them. The test results provide the parameters to be
eliminated from further analyses. Denote by x; =
(Xi1, Xi2, s Xip) @ set of p parameters of subject i (i =
1,2, ...,n), which may include the subject’s age, gender, GOT,
GPT, etc. Furthermore, let D = {(Xq, V1), ..., Xy, J»)} denote
the collected dataset from n subjects, where y; is either
patient or normal. Note that n = 953 and p = 32. In this
study, the number of parameters from p to p (P K p) is
reduced by the T-test and correlation analysis and y; =
normal is subdivided into HG, LG, and NG by EM
clustering method so that y; € {PG, HG, LG, NG}. Building a
diagnosis model is to find the classifier f:{x} —»y€
{PG,HG,LG,NG} where x
parameters. The model f can be used for the diagnosis of a
new subject.

indicates the chosen P

Various methods such as the decision tree classifier, LDA,
SVM, RBF network, Naive Bayes, and MLP were then
applied to group the laboratory test data. Except for the LDA,
these methods are supervised machine learning algorithms
that are used to classify large-scale data into an appropriate
number of groups. The LDA method is a statistical method
that is used for the same purpose as the machine learning
algorithms. Finally, the EM clustering method automatically
provides optimal numbers of clusters, i.e., PG and NG, along
with the principal parameters. After the principal parameters
were selected and the subject grouping into the separate
clusters was finalized, the critical parameters among the
principal parameters were finally determined by cluster
comparison using classifier attribute selection via the
decision tree, SVM, and RBF network methods.

3. Principal Parameters

3.1. Normalization vs. Non-Normalization

Before the principal parameters were searched among the 32
total parameters, we checked whether the test data were
required to be normalized since normalization affects
parameter selection accuracy. In this paper, principal
parameter selection was made using the decision tree
classifier, SVM, and RBF Network methods. Three ways of
checking the accuracy were adapted: the accuracy of each
classifier after normalizing for the corresponding number of
data sampled randomly from the entire test data, the accuracy
after normalization of the entire data and then application of
each classifier only to the corresponding number of data, and

the accuracy without normalization. The accuracy is the
mean value obtained from sampling 10-fold cross-validation
100 times. As a result, the accuracy of each classifier is
inconsistent and the accuracy changes depend heavily on
sample size. These findings suggest that the normalization
process is not necessary. Therefore, all of the test data in this
paper were processed for further classification without
normalization.

3.2. T-Test Analysis

T-test analysis was used to find the mean difference for each
pair of parameters in either the patient subject group or the
normal subject group determined using the laboratory test
results. The test is performed using IBM’s SPSS®. As the test
results show, two different p-values were obtained using
Levene’s test: the first p-value was used to evaluate the
equivalency of the variances of the two groups, while the
second p-value was used to test the equivalency of the means
between each pair of parameters. If the first p-value is <0.05,
there are no differences in the sample variances of the two
groups based on random sampling. The second p-value is
divided into two cases depending on equal or different
variances. If that value is <0.05, the means of the parameters
are different between the patient subject group and the
normal subject group. The t-test results showed a total of
sixteen parameters — age, glutamic-oxaloacetic transaminase
(GOT), glutamic pyruvic transaminase (GPT), alkaline
phosphatase (ALP), total bilirubin, globulin,
albumin/globulin (A/G) ratio, fasting glucose, triglycerides,
HDL, LDL, white blood cells (WBC), red blood cells (RBC),
hematocrit (Hct), mean cell hemoglobin (MCH), and mean
corpuscular hemoglobin concentration (MCHC) — had
different mean values between the PG and the NG.

3.3. Correlation Analysis

From the t-test results, sixteen parameters, such as the
correlation analysis, among the 32 were selected for further
analysis. The correlation analysis is used to find the linearity
for each pair of parameters and to determine the linear
relationship between fasting glucose and a parameter in
either the PG or the NG. Although many methods are
available for calculating correlation coefficient, including the
Pearson, Spearman, and Kendall, the Pearson method was
selected in this study because the linearity between
parameters is found under the assumption of a normal
distribution. Figure 1 shows the correlation of each pair of
parameters. The darker the gray level between two
parameters, the higher a positive or negative correlation
exists. The {RBC, Hct}, {GPT, GOT}, and {MCH, MCHC}
sets had a strong positive correlation, while the {globulin,
A/G ratio} set had strong negative correlations.
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Fig. 1. The correlation between 16 parameters.
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3.4. Principal Parameter Selection

In the correlation analysis, if a strong relationship exists
between two parameters, one of the parameters can be

neglected in further analyses.”” Table 2 shows eight different
groups of parameters: Group #0 has all sixteen parameters,
and other groups. All sixteen parameters were first used to
select the best classifier among decision tree, LDA, SVM,
RBF network, Naive Bayes, and Artificial Neural Network.
The decision tree classifier has the highest accuracy, 0.9169.
The same classifier is applied to other groups which have
only the parameters remaining after one parameter is omitted
from each pair of strong correlation such as {RBC, Hct},
{GPT, GOT}, {MCH, MCHC}, and {globulin, A/G ratio} to
obtain the groups that have the best accuracies. The set of
parameters included in such groups can then be the principal
parameters for diagnosing type 2 diabetes mellitus using
laboratory tests. The decision tree classifier still presented
higher accuracies in all groups except the group having all
sixteen parameters compared to other classifiers. As a result,
thirteen principal parameters — age, GPT, ALP, total bilirubin,
globulin, A/G ratio, fasting glucose, triglyceride, HDL, LDL,
WBC, RBC, and MCHC — were identified. The decision tree
classifier was utilized in further analyses because it
performed consistently with the highest accuracy of all
classifiers.

Table 2. Grouping 16 parameters for classification.

Group Parameters

#0 Age, GOT, GPT, ALP, T.bilirubin, Globulin, A/G ratio, Fasting glucose, Triglyceride, HDL, LDL, WBC, RBC, Hct, MCH, MCHC
#1 Age, GOT, ALP, T.bilirubin, Globulin, A/G ratio, Fasting glucose, Triglyceride, HDL, LDL, WBC, RBC, MCH

#2 Age, GOT, ALP, T.bilirubin, Globulin, A/G ratio, Fasting glucose, Triglyceride, HDL, LDL, WBC, RBC, MCHC

#3 Age, GOT, ALP, T.bilirubin, Globulin, A/G ratio, Fasting glucose, Triglyceride, HDL, LDL, WBC, Hct, MCH

#4 Age, GOT, ALP, T.bilirubin, Globulin, A/G ratio, Fasting glucose, Triglyceride, HDL, LDL, WBC, Het, MCHC

#5 Age, GPT, ALP, T.bilirubin, Globulin, A/G ratio, Fasting glucose, Triglyceride, HDL, LDL, WBC, RBC, MCH

#6 Age, GPT, ALP, T.bilirubin, Globulin, A/G ratio, Fasting glucose, Triglyceride, HDL, LDL, WBC, RBC, MCHC

#7 Age, GPT, ALP, T.bilirubin, Globulin, A/G ratio, Fasting glucose, Triglyceride, HDL, LDL, WBC, Hct, MCH

#8 Age, GPT, ALP, T.bilirubin, Globulin, A/G ratio, Fasting glucose, Triglyceride, HDL, LDL, WBC, Het, MCHC

Figure 2 presents the decision tree classification results for
the principal parameters with the following classification
conditions:

- maximum depth = 30
- minimum number of splits = 10
- pruning confidence = 0.25

“Split” refers to the number of subjects required to separate
the subjects into two independent groups, the PG and the NG.
Decision tree classification results are obtained using 10-fold
cross-validation in which the entire data set is divided into
ten different sets for testing, training, and validating. As
shown in Figure 2, each branch shows the parameter values,
and each box contains the number of subjects classified by
either the PG (1) or the NG (0). Fasting glucose is the most
critical ~parameter affecting accuracy.
Additionally, nine parameters — age, GPT, total bilirubin,

classification

globulin, A/G ratio, HDL, LDL, RBC, and MCHC - also
affect classification accuracy, while parameters including
ALP, triglyceride, and WBC are removed from the principal
parameters.

Finally, the wrapper method was utilized to confirm the ten
principal parameters obtained using the decision tree
classifier. This method has been considered the best
classification performer unless the computing time is
constrained since a set of parameters are wrapped together in
accuracy evaluation.”’ In this paper, the linear forward
selection algorithm was applied to wrap the parameters and
determining the number of folds. This algorithm involves
starting with no parameters in the model, testing the
parameters one by one, and including parameters that are
statistically significant. Squared correlation is eventually
used to measure the statistical significance and a linear
regression model is used to determine the fit. Furthermore,
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this algorithm shows better performance in terms of
computation time when both the best-first search algorithm®
and the sequential floating forward selection algorithm® are
added to it*. As a result, the parameters except for ALP,

triglyceride, and WBC, which have lower numbers of folds,
are considered the final principal parameters in the creation
of a diagnostic model on the basis of class. These three
parameters show either one or no folds.

glocose fast
<=103 \>103

glocose fast

Fig. 2. Decision Tree model for PG, HG, LG and NG.

4. Diagnosis Model

Although it is important that the subjects be classified in
either the PG or the NG on the basis of their laboratory test
results, more detailed information obtained from the
classification results would be helpful for diagnosing type 2
diabetes mellitus. Various patients have different progress
patterns or different parameter values under different
laboratory testing times. In this paper, all subjects are
clustered further into subgroups using the final principal
parameters. The EM algorithm is used to cluster through the
Waikato Environment for Knowledge Analysis (WEKA)
workbench® in this paper. As a result, twelve clusters or

subgroups were generated as shown in Table 3, in which the
subjects included in each cluster can be divided into two
groups, the patient group and the normal group. Cluster #1
can be considered the normal subject cluster because it has
the largest number of normal subjects compared to other
clusters, even though it contains 4% patients. Such clusters
that have higher numbers of patients than normal subjects
can be grouped as follows:

- Diagnosis Group #1: The cluster set {#3, #4, #6, #7, #8, #12}
can be classified as a PG with the probability > 90% if a
subject has those principal parameter values.

- Diagnosis Group #2: The cluster set {#5, #9, #10} can be
classified as an HG group with a probability > 80% and < 90%
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if a subject has those principal parameter values.

- Diagnosis Group #3: The cluster set {#2, #11} can be

classified as an LG group with a probability < 80% if a
subject has those principal parameter values.

- Diagnosis Group #4: The cluster set {#1} can be classified
as an NG.

Each class has its own cluster accuracy. Accuracy can be
determined using a combination of precision and recall rate
during extraction of a specific class from raw data and is
relatively more meaningful than other classes. The number of
parameter values (observations) classified correctly by
decision tree model affects both the precision and the recall
rate of each class. Specifically, the precision and recall rate

are defined by Egs. (1) and (2), respectively. Both rates
represent a portion of the correct diagnosis. The average
classification accuracy and recall rate are 0.756 and 0.754,
respectively, while the LG class results in the lowest accuracy.

Precision = —— (1)
TP+FP

Recall rate = —— 2)
TP+FN

where TP = the number of observations classified correctly as
a class

FP = the number of observations classified wrongly as a class

FN = the number of observations classified wrongly as other
classes

Table 3. Clustering results by 10 principal parameters.

Parameters Cluster # 1 2 3 4 5 6 7 8 9 10 11 12
Age mean 3477  39.11 65.4 60.53 56.76 44.74 48.13 73.03 49.57 48.2 55.44 56.66
std. dev. 6.42 2.83 7.45 8.56 8.09 6.27 7.51 3.44 9.65 11.77 12.33 8.46
GPT mean 15.14 2347 45.1 20.39 18.56 44.74 33.04 29.28 40.57 37.68 15.49 23.05
std. dev. 4.24 5.33 26.6 8.17 5.75 26.56 15.44 8.45 25.55 13.88 3.45 6.9
T_bilirubin mean 0.9 0.61 0.56 0.48 0.65 0.64 0.73 0.78 0.76 0.9 0.56 0.67
std. dev. 0.31 0.12 0.15 0.15 0.18 0.2 0.18 0.21 0.27 0.27 0.19 0.18
Globulin mean 2.85 2.67 3.61 2.79 2.4 2.63 2.13 2.82 3.15 2.62 3.05 2.76
std. dev. 0.21 0.37 0.32 0.24 0.13 0.15 0.25 0.63 0.17 0.17 0.25 0.14
A/G ratio mean 1.57 1.76 1.14 1.51 1.88 1.76 232 1.79 1.44 1.79 1.44 1.63
std. dev. 0.14 0.35 0.13 0.19 0.1 0.12 0.4 0.39 0.11 0.12 0.14 0.09
Fasting glucose ~ mean 88.39 11041 14558 239.21 147.82 24845 20599 160.3 197.66  165.09 11629 139.24
std. dev. 7.42 22.13 41.69 89.46 50.56 108.95  98.83 50.45 94 68.95 20.71 36.61
HDL mean 61.39 417 45.55 45.07 55.11 48.4 57.83 42.88 51.68 58.55 57.38 50.29
std. dev. 1345 394 6.84 10.05 15.23 6.73 12.88 7.88 10.37 13.82 15.39 9.22
LDL mean 98.37 119.36  93.09 89.42 96.8 94.16 87.15 86.49 11527  96.42 102.31  98.54
std. dev. 25.08  27.07 25.16 34.38 29.98 35.12 30.4 31.22 42.49 34.09 28.58 30.32
RBC mean 4.54 4.95 391 4.06 43 4.82 4.59 4.59 4.85 4.9 4.16 4.49
std. dev. 0.46 0.26 0.56 0.23 0.5 0.35 0.37 0.52 0.4 0.33 0.41 0.4
MCHC mean 32.67 33.14 32.93 33.39 33.06 32.61 33.75 33.6 32.14 33.37 32.11 33.37
std. dev. 1.01 0.37 2.03 1.05 1.42 2.08 0.94 0.77 2.18 1.13 1.74 1.01
Table 4. Ranks of principal parameters by mean values of classes.
PG (#3,4,6,7,8,12) HG (#5, 9,10) LG (#2,11) NG (#1)
Parameters Mean lS)ted‘;. Rank Mean Std. Dev. Rank Mean Std. Dev. Rank Mean Std. Dev. Rank
Age 58.08 10.6 1 51.51 4.6 2 47.28 11.55 3 34.77 6.42 4
GPT 32.6 10.54 1 32.3 11.96 2 19.48 5.64 3 15.14 4.24 4
T_bilirubin 0.64 0.11 3 0.77 0.13 2 0.59 0.04 4 0.9 0.31 1
Globulin 2.79 0.48 3 272 0.39 4 2.86 0.27 1 2.85 0.2 2
A/G ratio 1.69 0.39 2 1.7 0.23 1 1.6 0.23 3 1.57 0.14 4
Fasting glucose ~ 189.8 48.01 1 170.19 2531 2 113.35 4.16 3 88.39 7.42 4
HDL 48.34 5.33 4 55.11 3.44 2 49.54 11.09 3 61.39 13.45 1
LDL 91.48 4.64 4 102.83  10.78 2 110.84 12.06 1 98.37 25.08 3
RBC 441 0.35 4 4.68 0.33 1 4.56 0.56 2 4.54 0.46 3
MCHC 33.26 0.42 1 32.86 0.64 2 32.63 0.73 4 32.67 1.01 3

Through the parameter reduction process using statistical and
classification analysis such as t-test and decision tree with
correlation analysis, it was discovered that ten parameters
among the 32 laboratory test parameters become meaningful
principal parameters in the diagnosis of type 2 diabetes
mellitus in Korea. Using clustering algorithms, the entire

subject set is divided into four classes: PG, HG, LG, and NG.
It would be helpful to figure out more critical or important
parameters among the principal parameters to ensure a
reliable diagnosis. The mean value of each parameter in a
class is compared to those of the remaining classes presented
in Table 4. As a result, both PG and HG have higher mean
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values than either LG or NG in parameters including age,
GPT, A/G ratio, fasting glucose, and MCHC. On the other
hand, LG and NG showed higher globulin values compared
to PG and HG. Therefore, six parameters are critical or most
important to the diagnosis of type 2 diabetes mellitus in
Korea. Furthermore, parameters including age, GPT, and
fasting glucose may be the major factors affecting patients
with diabetes. This result was proven by the classifier
attribute selection method® that was applied to the decision
tree, SVM, and RBF network classifiers.

5. Conclusions and Discussion

This study comprehensively and intensively investigated a
large number of laboratory test results. Additionally, better
methods such as the wrapper algorithm and the linear
forward selection algorithm were adapted to reduce the
computation time. Cases in patients belonging to each class
(i.e., PG, HG, LG, or NG) can be diagnosed and treated
differently on the basis of the principal parameters and
diagnostic model used. As mentioned before, the use of
fasting glucose levels as the only parameter is insufficient for
making an accurate diagnosis of type 2 diabetes mellitus.
This study identified other critical parameters such as age,
GPT, A/G ratio, fasting glucose, MCHC, and globulin for
ensuring a reliable diagnosis. The results were confirmed by
the classifier attribute selection method” that was applied to
the decision tree, SVM, and RBF network -classifiers.
However, this study has several limitations that prohibit the
generalization of its results. First, the laboratory test data
were obtained from a specialized type 2 diabetes mellitus
clinic in Korea and a limited amount of laboratory test data
were utilized. As presented in the diagnostic model, the
fraction of correct diagnoses is about 75%, which should be
increased by collecting more test data using various diabetes
mellitus measurement instruments. Second, more in-depth
discussions about important risk factors such as high body
mass index, genetic predisposition, lack of exercise, eating
habits, pregnancy, weight changes, poor socioeconomic
conditions, smoking habits, kinds of drugs, and sex hormone
levels are required for the generalization of our results. Third,
other outstanding performers in machine learning algorithms
must be considered to increase performance accuracy. Finally,
the normal subjects in the PG, HG, LG as well as the patient
subjects in the NG could represent misdiagnosed cases due to
either parameters not obtained from the laboratory test or
unknown factors.
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