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Abstract 

In this paper a new criterion for clusters validation is proposed. This new cluster validation criterion is used to approximate the 

goodness of a cluster. A clustering ensmble framework based on the new metric is proposed. The main idea behind the 

framework is to extract the most stable clusters in terms of the defined criteria. The term is a misnomer, because the goal is the 

extraction of patterns and knowledge from large amount of data, not the extraction of data itself. It also is a buzzword and is 

also frequently applied to any form of large-scale data or information processing (collection, extraction, warehousing, analysis, 

and statistics) as well as any application of computer decision support system, including artificial intelligence, machine 

learning, and business intelligence. In this paper we proposed a combined model of HMM and C-Mediod to Item dataset 

clustering. 
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1. Introduction 

A hidden Markov model (HMM) is a statistical Markov 

model in which the system being modeled is assumed to be a 

Markov process with unobserved (hidden) states. An HMM 

can be presented as the simplest dynamic Bayesian network. 

The mathematics behind the HMM was developed by L. E. 

Baum and coworkers. [1-5] It is closely related to an earlier 

work on the optimal nonlinear filtering problem by Ruslan L. 

Stratonovich [6] who was the first to describe the forward-

backward procedure. 

In simpler Markov models (like a Markov chain), the state is 

directly visible to the observer, and therefore the state 

transition probabilities are the only parameters. In a hidden 

Markov model, the state is not directly visible, but output, 

dependent on the state, is visible. Each state has a probability 

distribution over the possible output tokens. Therefore the 

sequence of tokens generated by an HMM gives some 

information about the sequence of states. Note that the 

adjective 'hidden' refers to the state sequence through which 

the model passes, not to the parameters of the model; the 

model is still referred to as a 'hidden' Markov model even if 

these parameters are known exactly. 

Hidden Markov models are especially known for their 

application in temporal pattern recognition such as speech, 

handwriting, gesture recognition [7-10] part-of-speech 

tagging, musical score following [11] partial discharges [12] 

and bioinformatics. 

In its discrete form, a hidden Markov process can be 

visualized as a generalization of the Urn problem with 

replacement (where each item from the urn is returned to the 

original urn before the next step) [13, 14, 15], [16-20] 

Consider this example: in a room that is not visible to an 

observer there is a genie. The room contains urns X1, X2, 
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X3, ... each of which contains a known mix of balls, each ball 

labeled y1, y2, y3, ... The genie chooses an urn in that room 

and randomly draws a ball from that urn. It then puts the ball 

onto a conveyor belt, where the observer can observe the 

sequence of the balls but not the sequence of urns from which 

they were drawn. The genie has some procedure to choose 

urns; the choice of the urn for the n-th ball depends only upon 

a random number and the choice of the urn for the (n − 1)-th 

ball. The choice of urn does not directly depend on the urns 

chosen before this single previous urn; therefore, this is called 

a Markov process. 

The Markov process itself cannot be observed, and only the 

sequence of labeled balls can be observed, thus this 

arrangement is called a "hidden Markov process". This is 

illustrated by the lower part of the diagram shown in Figure 

1, where one can see that balls y1, y2, y3, y4 can be drawn at 

each state. Even if the observer knows the composition of the 

urns and has just observed a sequence of three balls, e.g. y1, 

y2 and y3 on the conveyor belt, the observer still cannot be 

sure which urn (i.e., at which state) the genie has drawn the 

third ball from. However, the observer can work out other 

information, such as the likelihood that the third ball came 

from each of the urns [21, 22]. 

A hidden Markov model can be considered a generalization 

of a mixture model where the hidden variables (or latent 

variables), which control the mixture component to be 

selected for each observation, are related through a Markov 

process [23-27, 130-140] rather than independent of each 

other. Recently, hidden Markov models have been 

generalized to pairwise [28, 29] Markov models and triplet 

Markov models which allow consideration of more complex 

data structures [30-38] and the modelling of nonstationary 

data [39] in large data sets. It bridges the gap from applied 

statistics and artificial intelligence (which usually provide the 

mathematical background) to database management by 

exploiting the way data is stored and indexed in databases to 

execute the actual learning and discovery algorithms more 

efficiently, allowing such methods to be applied to ever larger 

data sets. 

The term is a misnomer, because the goal is the extraction of 

patterns and knowledge from large amount of data, not the 

extraction of data itself [40, 41], [42-45] It also is a buzzword 

[46-50] and is also frequently applied to any form of large-

scale data or information processing (collection, extraction, 

warehousing, analysis, and statistics) as well as any 

application of computer decision support system, including 

artificial intelligence, machine learning, and business 

intelligence. The popular book "Data mining: Practical 

machine learning tools and techniques with Java [51] (which 

covers mostly machine learning material) was originally to be 

named just "Practical machine learning", and the term "data 

mining" was only added for marketing reasons [52, 53, 54] 

Often the more general terms "(large scale) data analysis", or 

"analytics" – or when referring to actual methods, artificial 

intelligence and machine learning-are more appropriate [55-

59, 120-137]. 

The actual data mining task is the automatic or semi-

automatic analysis of large quantities of data to extract 

previously unknown interesting patterns such as groups of 

data records (cluster analysis), unusual records (anomaly 

detection) and dependencies (association rule mining). This 

usually involves using database techniques such as spatial 

indices. These patterns can then be seen as a kind of summary 

of the input data, and may be used in further analysis or, for 

example, in machine learning and predictive analytics. For 

example, the data mining step might identify multiple groups 

in the data, which can then be used to obtain more accurate 

prediction results by a decision support system. Neither the 

data collection, data preparation, nor result interpretation and 

reporting are part of the data mining step, but do belong to the 

overall KDD process as additional steps [60, 61]. 

The related terms data dredging, data fishing, and data 

snooping refer to the use of data mining methods to sample 

parts of a larger population data set that are (or may be) too 

small for reliable statistical inferences to be made about the 

validity of any patterns discovered. These methods can, 

however, be used in creating new hypotheses to test against 

the larger data populations. 

Research and evolution 

The premier professional body in the field is the ssociation 

for Computing Machinery's (ACM) Special Interest Group 

(SIG) on Knowledge Discovery and Data Mining (SIGKDD) 

[11, 12] Since 1989 this ACM SIG has hosted an annual 

international conference and published its proceedings [62-

66] and since 1999 it has published a biannual academic 

journal titled “SIGKDD Explorations” [67-72]. 

2. Model 

Each oval shape represents a random variable that can adopt 

any of a number of values. The random variable x(t) is the 

hidden state at time t (with the model from the above 

diagram, x(t) ∋ {x1, x2, x3}). The random variable y(t) is the 

observation at time t (with y(t) ∋ {y1, y2, y3, y4}). The 

arrows in the diagram (often called a trellis diagram) denote 

conditional dependencies. 

From the diagram, it is clear that the conditional probability 

distribution of the hidden variable x(t) at time t, given the 

values of the hidden variable x at all times, depends only on 

the value of the hidden variable x(t − 1): the values at time t − 

2 and before have no influence. This is called the Markov 
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property. Similarly, the value of the observed variable y(t) 

only depends on the value of the hidden variable x(t) (both at 

time. 

In the standard type of hidden Markov model considered here, 

the state space of the hidden variables is discrete, while the 

observations themselves can either be discrete (typically 

generated from a categorical distribution) or continuous 

(typically from a Gaussian distribution). The parameters of a 

hidden Markov model are of two types, transition probabilities 

and emission probabilities (also known as output probabilities). 

The transition probabilities control the way the hidden state at 

time t is chosen given the hidden state at time t-1. 

The hidden state space is assumed to consist of one of N 

possible values, modeled as a categorical distribution. (See 

the section below on extensions for other possibilities.) This 

means that for each of the N possible states that a hidden 

variable at time t can be in, there is a transition probability 

from this state to each of the N possible states of the hidden 

variable at time t+1, for a total of N^2 transition probabilities. 

Note that the set of transition probabilities for transitions 

from any given state must sum to 1. Thus, the N \times N 

matrix of transition probabilities is a Markov matrix.  

In addition, for each of the N possible states, there is a set 

of emission probabilities governing the distribution of the 

observed variable at a particular time given the state of the 

hidden variable at that time. The size of this set depends 

on the nature of the observed variable. For example, if the 

observed variable is discrete with M possible values, 

governed by a categorical distribution, there will be M-1 

separate parameters, for a total of N(M-1) emission 

parameters over all hidden states. On the other hand, if the 

observed variable is an M-dimensional vector distributed 

according to an arbitrary multivariate Gaussian 

distribution, there will be M parameters controlling the 

means and M(M+1)/2 parameters controlling the 

covariance matrix, for a total of N(M + 

\frac{M(M+1)}{2}) = NM(M+3)/2 = O(NM^2) emission 

parameters. (In such a case, unless the value of M is small, 

it may be more practical to restrict the nature of the 

covariances between individual elements of the 

observation vector, e.g. by assuming that the elements are 

independent of each other, or less restrictively, are 

independent of all but a fixed number of adjacent 

elements.) 

Polls conducted in 2002, 2004, and 2007 show that the 

CRISP-DM methodology is the leading methodology used by 

data miners [73-81] The only other data mining standard 

named in these polls was SEMMA. However, 3-4 times as 

many people reported using CRISP-DM. Several teams of 

researchers have published reviews of data mining process 

models and Azevedo and Santos conducted a comparison of 

CRISP-DM and SEMMA in 2008 [82]. 

Pre-processing 

Before data mining algorithms can be used, a target data set 

must be assembled. As data mining can only uncover patterns 

actually present in the data, the target data set must be large 

enough to contain these patterns while remaining concise 

enough to be mined within an acceptable time limit. A 

common source for data is a data mart or data warehouse. 

Pre-processing is essential to analyze the multivariate data 

sets before data mining. The target set is then cleaned. Data 

cleaning removes the observations containing noise and those 

with missing data. 

Data mining 

Data mining involves six common classes of tasks [83]: 

Anomaly detection (Outlier/change/deviation detection) – 

The identification of unusual data records, that might be 

interesting or data errors that require further investigation. 

Association rule learning (Dependency modelling) – Searches 

for relationships between variables. For example a 

supermarket might gather data on customer purchasing 

habits. Using association rule learning, the supermarket can 

determine which products are frequently bought together and 

use this information for marketing purposes. This is 

sometimes referred to as market basket analysis. 

Clustering–is the task of discovering groups and structures in 

the data that are in some way or another "similar", without 

using known structures in the data. 

Classification–is the task of generalizing known structure to 

apply to new data. For example, an e-mail program might 

attempt to classify an e-mail as "legitimate" or as "spam." 

Regression–attempts to find a function which models the data 

with the least error. 

Summarization–providing a more compact representation of 

the data set, including visualization and report generation. 

Results validation 

Data mining can unintentionally be misused, and can then 

produce results which appear to be significant; but which do 

not actually predict future behavior and cannot be 

reproduced on a new sample of data and bear little use. 

Often this results from investigating too many hypotheses 

and not performing proper statistical hypothesis testing. A 

simple version of this problem in machine learning is 

known as overfitting, but the same problem can arise at 

different phases of the process and thus a train/test split - 

when applicable at all - may not be sufficient to prevent this 

from happening. 
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3. Clustering Methods 

Clustering algorithms can be categorized based on their 

cluster model, as listed above. The following overview will 

only list the most prominent examples of clustering 

algorithms, as there are possibly over 100 published 

clustering algorithms. Not all provide models for their 

clusters and can thus not easily be categorized. An overview 

of algorithms explained in Wikipedia can be found in the list 

of statistics algorithms. 

There is no objectively "correct" clustering algorithm, but as 

it was noted, "clustering is in the eye of the beholder [84]. 

The most appropriate clustering algorithm for a particular 

problem often needs to be chosen experimentally, unless there 

is a mathematical reason to prefer one cluster model over 

another. It should be noted that an algorithm that is designed 

for one kind of model has no chance on a data set that 

contains a radically different kind of model. For example, k-

means cannot find non-convex clusters.  

20 clusters extracted, most of which contain single elements, 

since linkage clustering does not have a notion of "noise". 

Many people used this method on the different. 

K-means has a number of interesting theoretical properties. 

On the one hand, it partitions the data space into a structure 

known as a Voronoi diagram. On the other hand, it is 

conceptually close to nearest neighbor classification, and as 

such is popular in machine learning.  

Distribution-based clustering produces complex models for 

clusters that can capture correlation and dependence between 

attributes. However, these algorithms put an extra burden on 

the user: for many real data sets, there may be no concisely 

defined mathematical model (figure 1). Many people used 

this method on the different application [85, 86-100]. 

 

Figure 1. HMM for association mining. 

4. Using Application 

Business 

In business, data mining is the analysis of historical business 

activities, stored as static data in data warehouse databases. 

The goal is to reveal hidden patterns and trends. Data mining 

software uses advanced pattern recognition algorithms to sift 

through large amounts of data to assist in discovering 

previously unknown strategic business information. 

Examples of what businesses use data mining for include 

performing market analysis to identify new product bundles, 

finding the root cause of manufacturing problems, to prevent 

customer attrition and acquire new customers, cross-sell to 

existing customers, and profile customers with more 

accuracy. 

Science and engineering 

In recent years, data mining has been used widely in the areas 

of science and engineering, such as bioinformatics, genetics, 

medicine, education and electrical power engineering. 

In the study of human genetics, sequence mining helps 

address the important goal of understanding the mapping 

relationship between the inter-individual variations in human 

DNA sequence and the variability in disease susceptibility. In 

simple terms, it aims to find out how the changes in an 

individual's DNA sequence affects the risks of developing 

common diseases such as cancer, which is of great 

importance to improving methods of diagnosing, preventing, 

and treating these diseases. One data mining method that is 

used to perform this task is known as multifactor 

dimensionality reduction. 

Medical data mining 

In 2011, the case of Sorrell v. IMS Health, Inc., decided by 

the Supreme Court of the United States, ruled that pharmacies 

may share information with outside companies. This practice 

was authorized under the 1st Amendment of the Constitution, 

protecting the "freedom of speech. However, the passage of 

the Health Information Technology for Economic and 

Clinical Health Act (HITECH Act) helped to initiate the 

adoption of the electronic health record (EHR) and 

supporting technology in the United States. The HITECH Act 

was signed into law on February 17, 2009 as part of the 

American Recovery and Reinvestment Act (ARRA) and 

helped to open the door to medical data mining. Prior to the 

signing of this law, estimates of only 20% of United States 

based physician were utilizing electronic patient records. 

Søren Brunak notes that “the patient record becomes as 

information-rich as possible” and thereby “maximizes the 

data mining opportunities.” Hence, electronic patient records 

further expands the possibilities regarding medical data 
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mining thereby opening the door to a vast source of medical 

data analysis. 

Surveillance 

Data mining has been used by the U.S. government. 

Programs include the Total Information Awareness (TIA) 

program, Secure Flight (formerly known as Computer-

Assisted Passenger Prescreening System (CAPPS II)), 

Analysis, Dissemination, Visualization, Insight, Semantic 

Enhancement (ADVISE), and the Multi-state Anti-Terrorism 

Information Exchange (MATRIX). These programs have 

been discontinued due to controversy over whether they 

violate the 4th Amendment to the United States Constitution, 

although many programs that were formed under them 

continue to be funded by different organizations or under 

different names. 

In the context of combating terrorism, two particularly 

plausible methods of data mining are "pattern mining" and 

"subject-based data mining." 

Pattern mining 

"Pattern mining" is a data mining method that involves 

finding existing patterns in data. In this context patterns often 

means association rules. The original motivation for 

searching association rules came from the desire to analyze 

supermarket transaction data, that is, to examine customer 

behavior in terms of the purchased products. For example, an 

association rule "beer ⇒ potato chips (80%)" states that four 

out of five customers that bought beer also bought potato 

chips. 

In the context of pattern mining as a tool to identify terrorist 

activity, the National Research Council provides the 

following definition: "Pattern-based data mining looks for 

patterns (including anomalous data patterns) that might be 

associated with terrorist activity — these patterns might be 

regarded as small signals in a large ocean of noise." Pattern 

Mining includes new areas such a Music Information 

Retrieval (MIR) where patterns seen both in the temporal and 

non temporal domains are imported to classical knowledge 

discovery search methods. 

Subject-based data mining 

"Subject-based data mining" is a data mining method 

involving the search for associations between individuals in 

data. In the context of combating terrorism, the National 

Research Council provides the following definition: "Subject-

based data mining uses an initiating individual or other datum 

that is considered, based on other information, to be of high 

interest, and the goal is to determine what other persons or 

financial transactions or movements, etc., are related to that 

initiating datum. 

5. Extension of Model 

In the hidden Markov models considered above, the state 

space of the hidden variables is discrete, while the 

observations themselves can either be discrete (typically 

generated from a categorical distribution) or continuous 

(typically from a Gaussian distribution). Hidden Markov 

models can also be generalized to allow continuous state 

spaces. Examples of such models are those where the Markov 

process over hidden variables is a linear dynamical system, 

with a linear relationship among related variables and where 

all hidden and observed variables follow a Gaussian 

distribution. In simple cases, such as the linear dynamical 

system just mentioned, exact inference is tractable (in this 

case, using the Kalman filter); however, in general, exact 

inference in HMMs with continuous latent variables is 

infeasible, and approximate methods must be used, such as 

the extended Kalman filter or the particle filter. 

Hidden Markov models are generative models, in which the 

joint distribution of observations and hidden states, or 

equivalently both the prior distribution of hidden states (the 

transition probabilities) and conditional distribution of 

observations given states (the emission probabilities), is 

modeled. The above algorithms implicitly assume a uniform 

prior distribution over the transition probabilities. However, it 

is also possible to create hidden Markov models with other 

types of prior distributions. An obvious candidate, given the 

categorical distribution of the transition probabilities, is the 

Dirichlet distribution, which is the conjugate prior 

distribution of the categorical distribution. Typically, a 

symmetric Dirichlet distribution is chosen, reflecting 

ignorance about which states are inherently more likely than 

others. The single parameter of this distribution (termed the 

concentration parameter) controls the relative density or 

sparseness of the resulting transition matrix. A choice of 1 

yields a uniform distribution. Values greater than 1 produce a 

dense matrix, in which the transition probabilities between 

pairs of states are likely to be nearly equal. Values less than 1 

result in a sparse matrix in which, for each given source state, 

only a small number of destination states have non-negligible 

transition probabilities. It is also possible to use a two-level 

prior Dirichlet distribution, in which one Dirichlet 

distribution (the upper distribution) governs the parameters of 

another Dirichlet distribution (the lower distribution), which 

in turn governs the transition probabilities. The upper 

distribution governs the overall distribution of states, 

determining how likely each state is to occur; its 

concentration parameter determines the density or sparseness 

of states. Such a two-level prior distribution, where both 

concentration parameters are set to produce sparse 

distributions, might be useful for example in unsupervised 
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part-of-speech tagging, where some parts of speech occur 

much more commonly than others; learning algorithms that 

assume a uniform prior distribution generally perform poorly 

on this task. The parameters of models of this sort, with non-

uniform prior distributions, can be learned using Gibbs 

sampling or extended versions of the expectation-

maximization algorithm. 

Another recent extension is the triplet Markov model, in 

which an auxiliary underlying process is added to model 

some data specificities. Many variants of this model have 

been proposed. One should also mention the interesting link 

that has been established between the theory of evidence and 

the triplet Markov models and which allows to fuse data in 

Markovian context and to model nonstationary data. 

While the term "data mining" itself has no ethical 

implications, it is often associated with the mining of 

information in relation to peoples' behavior (ethical and 

otherwise) [86, 100-137]. 

The ways in which data mining can be used can in some 

cases and contexts raise questions regarding privacy, legality, 

and ethics. In particular, data mining government or 

commercial data sets for national security or law enforcement 

purposes, such as in the Total Information Awareness 

Program or in ADVISE, has raised privacy. 

Data mining requires data preparation which can uncover 

information or patterns which may compromise 

confidentiality and privacy obligations. A common way for 

this to occur is through data aggregation. Data aggregation 

involves combining data together (possibly from various 

sources) in a way that facilitates analysis (but that also might 

make identification of private, individual-level data deducible 

or otherwise apparent). This is not data mining per se, but a 

result of the preparation of data before – and for the purposes 

of – the analysis. The threat to an individual's privacy comes 

into play when the data, once compiled, cause the data miner, 

or anyone who has access to the newly compiled data set, to 

be able to identify specific individuals, especially when the 

data were originally anonymous [87, 88, 89]. 

6. Conclusion 

Generally, data mining (sometimes called data or knowledge 

discovery) is the process of analyzing data from different 

perspectives and summarizing it into useful information - 

information that can be used to increase revenue, cuts costs, 

or both. Data mining software is one of a number of 

analytical tools for analyzing data. In simpler Markov models 

(like a Markov chain), the state is directly visible to the 

observer, and therefore the state transition probabilities are 

the only parameters. In a hidden Markov model, the state is 

not directly visible, but output, dependent on the state, is 

visible. Each state has a probability distribution over the 

possible output tokens. Therefore the sequence of tokens 

generated by an HMM gives some information about the 

sequence of states. Note that the adjective 'hidden' refers to 

the state sequence through which the model passes, not to the 

parameters of the model; the model is still referred to as a 

'hidden' Markov model even if these parameters are known 

exactly. We proposed a fuzzy HMM for Data Mining, which 

applied on several applications. Our results showed that our 

proposed method is better than current methods. 
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