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Abstract 

In the past decade many new methods were proposed for creating diverse classifiers due to combination. In this paper a new 

method for constructing an ensemble is proposed which uses clustering technique to generate perturbation in training datasets. 

Main presumption of this method is that the clustering algorithm used can find the natural groups of data in feature space. 

During testing, the classifiers whose votes are considered as being reliable are combined using majority voting. This method of 

combination outperforms the ensemble of all classifiers considerably on several real and artificial datasets. 
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1. Introduction 

Nowadays, usage of recognition systems has addressed many 

applications in almost all fields. However, Most of 

classification algorithms have obtained good performance for 

specific problems; they lack enough robustness for other 

problems. Therefore, recent researches are directed to the 

combinational methods which have more power, robustness, 

resistance, accuracy and generality[1] and [2]. 

Combinational methods usually result in the improvement of 

classification, because classifiers with different features and 

methodologies can complete each other [4]-[6]. Kuncheva in 

[7,35,36,37,38] using Condorcet Jury theorem [8], has shown 

that combination of classifiers can usually operate better than 

single classifier. of combinational classifier systems are 

represented in [9]-[11]-[39-44]. Valentini and Masouli divide 

methods of combining classifiers into two categories: 

generative methods, nongenerative methods. In generative 

methods, a set of base classifiers is created by a set of base 

algorithms or by manipulating dataset. This is done in order 

to reinforce diversity of base classifiers [9], [10]. For a good 

coverage on combinational methods the reader is referred to 

[1], [7], and [12]-[16]. 

In other words, the individual classifiers make their errors on 

difference parts of the input space [16] and [17]. Many 

approaches have been proposed to construct such ensembles. 

One group of these methods obtains diverse individuals by 

training accurate classifiers on different training set, such as 

bagging, boosting, cross validation and using artificial 

training examples [17]-[20]-[45-47]. Another group of these 

methods adopts different topologies, initial weight setting, 

parameter setting and training algorithm to obtain individuals. 

For example, Rosen in [21] adjusted the training algorithm of 

the network by introducing a penalty term to encourage 

individual networks to be decorrelated. Liu and Yao in [22] 

used negative correlation learning to generate negatively 

correlated individual neural network. The third group is 

named selective approach group where the diverse 

components are selected from a number of trained accurate 

networks. For example, Opitz and Shavlik in [23] proposed a 

generic algorithm to search for a highly diverse set of 

accurate networks. Lazarevic and Obradoric in [24] proposed 

a pruning algorithm to eliminate redundant classifiers; 

Navone et al. in [25] proposed another selective algorithm 
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based on bias/variance decomposition; GASEN proposed by 

Zhou et al. in [26] and PSO based approach proposed by Fu 

et al. in [27] also were introduced to select the ensemble 

components. 

The representative of the first category is AdaBoost [28], 

which sequentially generates a series of base classifiers 

where the training instances wrongly predicted by a base 

classifier will play more important role in the training of its 

subsequent classifier. The representative of the second 

category is Bagging [18], which generates many samples 

from the original training set via bootstrap sampling [29] and 

then trains a base classifier from each of these samples, 

whose predictions are combined via majority voting.  

The new classification systems try to investigate errors and 

propose a solution to compensate them [30]. One of these 

approaches is combination of classifiers. Dietterich in [31] 

has proved that a combination of classifiers is usually better 

than a single classifier, by three kinds of reasoning: 

Statistical, computational and pictorial reasoning. However, 

there are many ways to combine classifiers; there is no proof 

to determine the best one [32]. 

2. Combining Classifiers 

In general, creation of combinational classifiers may be in 

four levels. It means combining of classifiers may happen in 

four levels. Figure 1 depicts these four levels. In level four, 

we try to create different subset of data in order to make 

independent classifiers. Bagging and boosting are examples 

of this method [18], [33]. In these examples, we use different 

subset of data instead of all data for training. In level three, 

we use subset of features for obtaining diversity in ensemble. 

In this method, each classifier is trained on different subset of 

features [32], [34]-[35]. In level two, we can use different 

kind of classifiers for creating the ensemble [32]. Finally, in 

the level one, method of combining (fusion) is considered. 

In the combining of classifiers, we aim to increase the 

performance of classification. There are several ways for 

combining classifiers. The simplest way is to find best 

classifier and use it as main classifier. This method is offline 

CMC. Another method that is named online CMC uses all 

classifier in ensemble, for example, by voting. We will show 

that combining method can improve the result of 

classification. 

3. Proposed Method 

For example in Farsi handwritten optical character 

recognition problem, digit 5 is written at least in two kinds of 

shape (2 clusters). 

In [36], it is shown that changing labels of classes can 

improve classification performance. So initial digit ‘5’ class 

is divided into two subclasses, digit ‘5’ type 1 and digit ‘5’ 

type 2, in order to ease classification goal of learning digit ‘5’ 

initial class complicated boundaries. 

According to [7], if we have some really independent 

classifiers better than random classifiers, the simple ensemble 

(majority vote) of them can outperform their average 

performance in accuracy. Generally even if we increase the 

number of those independent classifiers, we can reach to any 

arbitrary accuracy, even 100%. But the problem restricting us 

for this goal is our incapability in obtaining those really 

independent classifiers. 

 

Figure 1. Data of class ‘5’ and ‘0’; 5 is in left and 0 is in right. 

In proposed solution, according to error rate of each class, the 

class is divided into some subclasses in order to ease learning 

of decision boundaries by classifier. For a better 

understanding have a look at Figure 2. 

 

Figure 2. A dataset with 3 class in which class 1 contain 2 subclass. 

As we can see, number of classes has changed in Figure 2. 

This problem in dimension more than 2 will be probably 

more crucial. In this article the presumption is that a class is 

composed of more than one cluster which means that in a 

classification process with c classes, the number of real 

classes may be different from c. 

Pseudo code of proposed algorithm: 
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Algorithm1(original data set); 

m(1: number_of_classes)=1; 

validation data, training data, test data = extract (original data 

set); 

end for 

ensemble=majority_vote(out(1.. max_iteration)); 

accuracy=compute_accuracy(ensemble); 

return accuracy,save_classifiers; 

As you can see at the bellow, this method get dataset as input, 

and put it into three partitions: training set, test set and 

validation set. Here, the training set, test set and validation 

set contain 60%, 15% and 25% of entire dataset respectively. 

Then the data of each class is extracted from the original 

training dataset. Firstly we initial the number of cluster in 

each class to one. After that we repeat the following process 

as many as the predetermined number. This predetermined 

number is considered 10 here: 

For simplicity assume that time order of clustering and 

training a classifier on a dataset are approximately the same. 

Of course this waste of time is completely tolerable against 

important achieved accuracy. 

This approach is tested on real datasets WDBC, BUPA and 

BALANCE SCALE and also non-real datasets number 1, 2 

and 3. You can see these three datasets in Figure 3. 

 

Figure 3. 3 dataset number 1, 2 and 3 left to right respectively. 

All these non-real datasets contain 300 data points and 3 

classes. Also they are 2-dimentional. The results are reported 

in tables 1-2. 

As it is inferred from tables 1 to 2, different iterations has 

resulted in diverse and usually better accuracy than initial 

classifier. This method is evaluated on iris dataset and result 

shows such a little improvement that we prefer not to report 

it. It can be result of special shapes of iris classes as each of 

them is composed of only one dense cluster and not more.   

4. Conclusion 

As it was mentioned before, this method is sensitive to shape 

of dataset. It cannot work well on those of datasets with very 

singular dense classes. 

Table 1. Result of proposed algorithm’s run on unreal dataset number 1. 

 Itearation 1 Itearation 2 Itearation 3 Itearation 4 Itearation 5 Ensemble Average 

Run 1 0.75 0.73333 0.76667 0.75 0.78333 0.8 0.7567 
Run 2 0.75 0.76667 0.6 0.66667 0.78333 0.7667 0.7133 

Table 2. Result of proposed algorithm’s run on unreal dataset number 2. 

 Itearation 1 Itearation 2 Itearation 3 Itearation 4 Itearation 5 Ensemble Average 

Run 1 0.75 0.76667 0.73333 0.71667 0.76667 0.76667 0.7467 
Run 2 0.68333 0.7 0.68333 0.73333 0.66667 0.7167 0.6933 
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