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Abstract 

In recent years, several optimization methods especially metaheuristic optimization methods have been developed by 

scientists. People have utilized power of nature to solve problems. Therefore, those metaheuristic methods have imitated 

physical and biological processes of nature. In 2007, Big Bang Big Crunch optimization algorithm based on evolution of 

universe and in 2009, Gravitational Search Algorithm based on gravity law have been proposed and have been applied to 

solve complex problems. However, there have been proposed many physics based algorithms afterwards. Although, many of 

the proposed metaheuristic optimization algorithms are known as biology based, in fact, the number of the proposed physics 

based metaheuristic algorithms is not less than that of algorithms based on biology. In this paper; all of the current physics 

based metaheuristic optimization algorithms have been searched, collected, and introduced with the performed studies. 
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1. Introduction 

In solving of complex, multimodal, high dimensional and 

nonlinear problems; the metaheuristic optimization methods 

are used. Generally, these problems can be seen in 

engineering, industry, business and many other areas. 

Scientists utilize several physical, chemical, biological laws 

which are helped them to improve new optimization 

methods. 

Although there are many metaheuristic optimization methods 

that are based on physics, many of them are not known by 

scientist and there are very limited works about these 

methods. In this paper, physics based algorithms proposed by 

different scientists have been introduced by deeply exploring 

the related literature. 

 

2. Gravitational Search 
Algorithm 

Rashedi et al. proposed Gravitational Search Algorithm (GSA) 

in 2009 [1]. GSA is based on law of gravity and law of motion. 

According to the gravity law, every particle in universe 

attracts each other with a force and this force is proportional to 

their masses and inversely proportional to the square of the 

distance between them. In this algorithm, every agent is 

considered as objects. These objects’ performances are 

measured by their masses. In this algorithm, it is expecting 

that at the end of the GSA run, position of the object with the 

heaviest mass will show the global solution. Main steps of the 

algorithm are shown in [Fig-1] 

Studies based on GSA can be summarized as follows: 

Duman et al. applied GSA to the Optimal Reactive Power 
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Dispatch Problem (ORPD) and they showed that GSA 

approach indicated higher quality solution for the different 

objective functions [2]. Rashedi et al. applied GSA and 

Particle Swarm Optimization (PSO) to place Static Var 

Compensator (SVC) in a power system [3]. Although GSA 

and PSO gave the same bus and same level of compensation 

for the SVC placement, GSA quickly found the high-quality 

optimal solution in finding the location and size of SVC. 

GSA gives good results to solve complex power system 

problems. Chatterjee and Mahanti compared GSA and 

modified PSO for synthesis of thinned scanned concentric 

ring array antenna [4]. In terms of computed final fitness 

value and computational time GSA was better than PSO. 

Duman et al. applied GSA to Economic Dispatch Problem 

and they indicated that GSA had better effectiveness and 

robustness than the other used methods before [5]. 

 

Fig. 1. Main steps of GSA.  

3. Electromagnetism-Like 

Algorithm 

Electromagnetism-like algorithm (EMA) has been inspired by 

basic electromagnetism law [6]. In this algorithm, every sample 

point is considered as a charged particle. In this approach, each 

point’s charge is related to the objective function. At the same 

time this charge decides the magnitude of attraction or repulsion 

of the point which is in the sample population. To make the 

objective function value better means that attraction will be 

high. This attraction and repulsion force moves the points 

toward the optimality. The force which acts on each point 

determines the direction of movement for each point. 

The EMA consist of four phases: initialization, calculation of 

total force acting on each particle, movement along the force 

direction and to finding the local minima using the 

neighborhood search. [Fig-2] shows the main steps of EMA. 

Studies based on EMA are as follows: 

Wang et al. showed that EMA was successful in training 

neural networks for classification problem [7]. In the 

comparison with back-propagation (BP) and Genetic 

Algorithms (GA), EMA was more efficient in terms of 

classification accuracy and expense of computation. 

Abdullah et al. applied EMA with force decay rate great 

deluge for course timetabling problems [8]. EMA was able to 

produce both feasible and good quality timetables that are 

consistently high quality across all the benchmark problems. 

Rocha and Fernandes proposed a new local search procedure 

based on pattern search and a population shrinking strategy 

to improve the EMA [9]. They compared with the original 

EMA. The experiments showed that the developed EMA was 

efficient despite the important reduction on the function 

evaluations. An improved electromagnetism-like algorithm 

(IEMA) was applied for recurrent fuzzy neural controller 

design by Lee et al [10]. IEMA was a multi-point searching, 

had faster convergence and less computational effort than 

EMA. 

 

Fig. 2. Main steps of EMA.  

4. Central Force Optimization 

Algorithm 

Central Force Optimization (CFO) Algorithm was proposed 

by Formato in 2007 [11]. CFO is a metaheuristic algorithm 

based on metaphor of gravitational kinematics. Unlike the 

many other stochastic algorithms, CFO is a deterministic 

method. CFO doesn’t require randomness in any of its 

calculation. CFO searches a multi-dimensional decision space. 

In this algorithm, probes fly along the decision space under the 

impression of gravity and they change their positions 

according to the equations of motion. In process of time, it is 

expecting that all probes will be trapped in close orbits of big 

masses with largest gravitational field. That means they 

slowly move towards the probe that has achieved the highest 

mass or fitness. 

Main steps of CFO are shown in [Fig-3]. 

Studies based on CFO are as follows: 

This algorithm has given good results in some studies. 

Formato reported the result of testing CFO against the PBM 

suite of antenna benchmarks and he showed CFO performs 

quite well in many respects better than the more established 

algorithms analyzed in PBM [12]. Green et al. contributed a 



 American Journal of Information Science and Computer Engineering Vol. 1, No. 3, 2015, pp. 94-106  96 

 

ring based topology to CFO algorithm and applied on a 

massively threaded platform using CUDA (Compute Unified 

Device Architecture). The results were very good. Asi and 

Dib implemented a modified CFO to the optimal design of 

multilayer microwave absorbers in a specific frequency 

range [13]. The experimental results indicated that CFO was 

better than PSO and GSA. 

 

Fig. 3. Main steps of CFO.  

 

Fig. 4. Main steps of IWD algorithm.  

5. Intelligent Water Drops 
Algorithm 

Intelligent Water Drops (IWD) algorithm has been suggested 

by Shah-Hosseini [14, 15]. This algorithm was inspired by 

water drops moving in a river as a big swarm. Assume that a 

fictional water drop flow from one point of a river to the next 

point of river, there will be three important changes. Velocity 

of water drop and soil of water drop will increase and soil of 

river’s bed will decreased. Therefore an IWD has two 

important properties; velocity of IWD and the soil it carries. 

Consequently, a river is consisting of water drops that search a 

proper path for a given problem and the path which is 

converged by water drops is solution. The basic steps of IWD 

algorithm are shown in [Fig-4]. 

Some studies based on IWDA are as follows: 

Shah-Hosseini tested IWD algorithm with the 

multidimensional knapsack problem, n-queen puzzle, 

travelling salesman problem, and automatic multilevel 

thresholding [15]. The experiments specified that the IWD 

algorithm was good at finding optimal or near optimal 

solutions. Hain Duan et al. applied an improved IWD 

algorithm for air robot path planning in complex environments 

[16]. The experiments indicated that this method was a useful 

way in air robot path planning. Kamkar et al. used IWD 

algorithm for solving vehicle routing problem (VRP) and they 

tried on 14 benchmark VRP problems [17]. As a result, they 

indicated that IWD algorithm converged fast to optimal 

solutions and found promising results.  

6. River Formation Dynamics 

Algorithm 

River Formation Dynamics Algorithm (RFDA) was based on 

how water forms rivers by eroding the ground and depositing 

sediments [18]. The water drops change the environment by 

increasing or decreasing the altitude of places so all solutions 

are given in the path of decreasing altitudes. Decreasing 

gradients are built and other water drops follow these 

gradients for construct new gradients and the new ones are 

reinforced. After some steps, the paths which are better from 

origin to target are found. Basic steps of RFDA algorithm are 

shown in [Fig-5]. 
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Studies based on RFDA are as follows: 

Rabanal et al. implemented RFDA to solve the dynamic 

Traveling Salesman Problem and they compared results with 

Ant Colony Optimization (ACO) [18]. The experimental 

results showed that (1) In both static and dynamic graphs, 

ACO works faster than RFDA, but in the long term RFDA 

obtains better solutions in both cases; (2) RFDA works faster 

in the dynamic case than in the static case; and (3) RFDA 

always obtains a solution after a modification is introduced, 

while sometimes ACO cannot adapt the solution constructed 

before changing the graph to the new scenario. These features 

are a consequence of the fact that the exploration of the graph 

is deeper in RFDA than in ACO, which in turn is due to the 

differences between both methods. Rabanal et al. applied 

RFDA to solve the minimum Steiner Tree Problem (STP) and 

they showed that the gradient orientation of RFDA made it 

suitable for solving STP [19]. They applied RFDA to 

benchmark graphs from the SteinLib Testdata Library. The 

results showed that, in 84.2% of all conducted experiments, 

the difference to the optimal solution was fewer than 5%. This 

result was better than the best performance ratio reached so far 

by a polynomial time algorithm. 

7. Space Gravitational 
Algorithm 

Space Gravitational Algorithm (SGA) was proposed by Hsiao 

et al [20]. This algorithm was inspired by simulation of several 

asteroids that shifting in universe to search for the heaviest 

mass (optimal solution) body. SGA utilizes Einstein’s general 

theory of relativity and Newton’s gravity. SGA uses the 

gravitational field to search the global solution. Asteroids 

change their positions independently so the computational 

complexity of algorithm is very small and the probability of 

searching agent to be trapped in local optima is very small. 

[Fig-6] shows the basic steps of SGA. 

Hsiao et al. implemented SGA on an application of designing 

of PID controller [20]. The results showed that with small 

amount of searching agents SGA had better performance and 

lesser epoch cycles than other known methods. 

 

Fig. 5. Main steps of RFDA.  

 

Fig. 6. Main steps of SGA.  

8. Particle Collision Algorithm 

Particle Collision Algorithm (PCA) was proposed by Wagner 

et al. in 2005 [21]. For solving complicated optimization 

problems, many optimization methods have some 

disadvantages. Simulated Annealing (SA) is too fragile 

choosing of parameter and the canonical algorithm is liable to 

suboptimal convergence. In order to overcome these problems 

PCA has been developed. PCA was inspired by nuclear 

collision reactions, especially scattering and absorption. The 

structure of PCA resembles a SA structure but it does not rely 

on user-defined parameters and it does not have cooling 

schedule. Steps of the algorithm are shown in [Fig-7]. 

Studies based on PCA are as follows: 

Abuhamdah and Ayop applied PCA to course timetabling 

problems and they tested PCA on standard test benchmark 

course timetabling datasets of Socha [22]. Results indicated 

that PCA outperformed SA and Great Deluge approach in 
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some instances and also indicated that PCA produced good 

quality solutions. Unlike PCA implements search for one 

single particle, da Luz et al. improved Multi-Particle Collision 

Algorithm (M-PCA) that used many particle to improve the 

searching [23]. In that way, the algorithm explored the search 

space better than PCA and did not trap in a local optimum. The 

test results indicated that M-PCA produced better results 

(computational time) in all cases analyzed. 

 

Fig. 7. Main steps of PCA.  

 

Fig. 8. Main steps of BB-BC algorithm.  

 

Fig. 9. Main steps of GbSA.  

9. Big Bang-Big Crunch 
Algorithm 

Erol and Eksin proposed Big Bang-Big Crunch (BB-BC) 

algorithm in 2005 [24]. This algorithm based on Big Bang and 

Big Crunch theory that is about evolution of universe. BB-BC 

consists of two phases: big bang and big crunch. In the big 

bang phase, algorithm creates an initial random population 

that is used in big crunch phase. In the big crunch phase, the 

population shrinks in to singularity. This might be a single 

quality solution that specified by centre of mass. Basic steps of 

BB-BC algorithm are shown in [Fig-8]. 

Studies based on BB-BC algorithm are as follows: 

Genc and Hocaoglu applied BB-BC algorithm on Bearing 

Only Target Motion Analysis (BO-TMA) [25]. Result showed 

that in BO-TMA problem, BB-BC algorithm converged faster 

than the other common evolutionary computing methods. 

Alatas integrated chaos and uniform population method to 

BB-BC algorithm and reported promising results [26]. The 

reaching time of the global minima was decreased by this 

modification. Jaradat and Ayob implemented BB-BC 

algorithm to course timetabling problem [27]. Experiments 

showed that the algorithm could generate good quality results. 

10. Galaxy Based Algorithm 

Galaxy Based Search Algorithm (GbSA) has been proposed by 

Shah-Hosseni in 2011 [28, 29]. GbSA was inspired by spiral 

arms of spiral galaxies to search its nearing. It means that GbSA 

searches the solution space to find a better solution by using the 

spiral-like arm. In order to escape from local optima spiral 

movement is improved by chaos. In addition to that GbSA can 

be classified in variable neighborhood search algorithms. Basic 

steps of GbSA are shown in [Fig-9]. 

Studies based on GbSA are as follows: 

Shah-Hosseini applied GbSA to the principle components 

analysis (PCA) problem [29]. The experimental results showed 

that GbSA obtain promising results for PCA estimation. 

Shah-Hosseini used GbSA for multilevel thresholding [28]. 

GbSA applied to optimize the Otsu’s criterion for multilevel 

thresholding of gray-level images. The results showed that 

GbSA was so promising in this application.  

 

Fig. 10. Main steps of BCA.  
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Fig. 11. Main steps of IRA.  

 

Fig. 12. Main steps of CSSA.  

11. Big Crunch Algorithm 

Big Crunch Algorithm (BCA) has been proposed by Kripka 

and Kripka in 2008 and BCA was based on Closed Universe 

Theory [30]. The kinetic energy that is generated by first 

universe explosion (Big Bang) and it overcome the energy of 

attraction of bodies. Than the explosion will stop and 

subsequent to this shrinking or collapsing will be done. As it 

done initial of universe this will be end with infinite heat and 

intensity (Big Crunch). This process will terminate until one 

body remains in the universe and this will cause the fitness 

result. [Fig-10] shows the basic steps of the BCA: 

Kripka and Kripka introduced BCA in their paper in 2008 [30]. 

They indicated that due to the few control parameters BCA had 

easy computation when compared to other popular 

metaheuristics and with the few modifications the adaptation of 

the method to the treatment of discrete variables could be done. 

12. Integrated Radiation 

Algorithm 

Chuang et al. proposed Integrated Radiation Algorithm (IRA) 

for solving nonlinear multidimensional optimization problems 

in 2007 [31]. IRA was based on the concept of gravitational 

radiation in Einstein’s theory of general relativity. Chuang et 

al. used this important theory for searching optimal solution in 

searching space. In IRA, search space is considered as a 

hyperspace that has search agents and these agents distribute 

randomly inside the search space. The solution that is found to 

have better objective value is assumed to have a supernova 

with imperfect symmetrical shape expanding at the place. 

[Fig-11] shows the basic steps of IRA. 

Chuang et al. applied IRA to find the minimum value of 

polynomial function and to optimize the design of PID 

controller [31]. The experimental results indicated that IRA 

was better than other methods and IRA solved complex 

optimization problems with minimum computational cost.  

13. Charged System Search 
Algorithm 

Kaveh and Talatahari proposed Charged System Search 

Algorithm (CSSA) in 2010 [32]. CSS was based on the Gauss 

and the Coulomb laws. In this algorithm each agent is 

represented as a Charged Particle (CP). Each particle is 

considered as a candidate of solution. In addition to that the 

law of motion is used to conduct the movement of CPs. CP is 

affected by other charged particles with their fitness values 

and separation distances. The force that acted on each CP 

determines its new position, velocity and acceleration. [Fig-12] 

shows the basic steps of CSSA. 

Studies based on CSSA are as follows: 

Kaveh and Talatahari applied CSSA to find the optimal design of 
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grillage system [33]. They compared CSSA with the harmony 

search and the GA in two grillage systems and CSSA showed a 

good balance between the exploration and exploitation. 

Talatahari et al. added chaos to the CSS to solve mathematical 

global optimization problem [34]. They improved nine 

chaos-based CSSAs and for each of them ten different chaotic 

maps were used for searching the most powerful of them. The 

results showed that some of them had good results. Kaveh and 

Talatahari improved a discrete version of the CSSA to optimize 

truss structures with discrete variables [35]. They used several 

standard examples to compare with the other metaheuristics and 

the results indicated that CSSA had better performance than the 

others. In addition to that CSSA had better convergence than the 

others proposed methods. Kaveh and Talatahari applied CSSA to 

design of three frame structures [36]. They compared to some 

others popular metaheuristic algorithms. CSSA had better 

solutions in a less iteration numbers. 

14. Artificial Physics Algorithm 

Artificial Physics Algorithm (APA) has been proposed by Xie 

et al. in 2009 [37]. APA was based on Physicomimetics 

framework and inspired by physical forces. In this algorithm, 

each agent is considered as a physical particle which has a 

mass, velocity and position. By the virtual forces agents move 

toward the better fitness areas and the fitness value is 

correspond to the mass of agent which is user-defined. With 

these physical laws agents search a solution space. [Fig-13] 

shows the basic steps of APA. 

Studies based on APA are as follows: 

Xie et al. developed a vector model of APA for easily analyze 

the algorithm [38]. Then they came in to a way that improved 

the APA performance in diversity. Xie and Zeng built three 

force laws: negative exponential force law, unimodal force 

law and linear force law [39]. After they used different version 

of APA algorithms to solve multimodal and high dimensional 

problems the experimental results showed that linear force law 

was more effective and efficient than negative exponential 

force law and unimodal force law. 

15. Magnetic Optimization 
Algorithm 

Studies based on MOA are as follows: 

Mirjalili and Sadiq applied MOA as a new training method for 

Multi Layer Perceptron (MLP) in order to improve the 

weakness of MLP [41]. The proposed learning method was 

compared with PSO and GA-based learning algorithms using 

3-bit XOR and function approximation benchmark problems. 

The results proved the high performance of this new learning 

algorithm for large numbers of training samples. Mirjalili and 

Hashim applied the binary version of MOA named BMOA to 

solve problems with having discrete search space [42]. In 

order to reveal the performance of BMOA, four benchmark 

functions were applied then compared with PSO and GA. The 

results specified that BMOA is capable of finding global 

minima more accurate and faster than PSO and GA. Abidin 

applied MOA solving of Traveling Salesman Problem (TSP) 

[43]. Result obtained from the case study showed that the 

proposed approach managed to find a better solution 

compared to the solution suggested by TSPLIB. 

 

Fig. 13. Main steps of APA.  

 

Fig. 14. Main steps of MOA.  
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Fig. 15. Main steps of IMO.  

16. Ion Motion Algorithm 

Ion motion algorithm (IMO) has been recently developed 

inspired by the nature of the ion motion [44]. The algorithm 

mimics the push and pull forces of anions and cations. In the 

algorithm, candidate solutions of the optimization problem are 

divided into two groups as anions (negative ions) and cations 

(positive ions). Ions define candidate solutions to a particular 

problem and pull / push force allows the movement of ions in 

the search space.  

Ions are calculated by calculating the fitness, so fitnesses are 

proportional to the value of the objective function value of the 

ions. Cations move towards the optimal anion while the anions 

move toward the optimum cation. The amount of movement 

depends on the size of pull / push force. The magnitude of this 

force indicates the acceleration of each ion. This algorithm is 

the most novel physics based artificial intelligence algorithm 

and there is not any studies except the original article. [Fig-15] 

shows the basic steps of IMO. 

17. Gravitation Field Algorithm 

Gravitational Field Algorithm (GFA) is derived from Solar 

Nebula Disk Model, the idea of planet formation theory 

widely accepted in the astronomy. The complex astronomical 

theory can simply be summarized as follows: A few billion 

years ago there has been no planet in the solar system; the 

world had been covered with dust. Then the dust was 

combined with their shots. After a long time the rocks were 

formed. After this time, the rocks moved quickly to meld 

together. Large boulders drew smaller rocks and rocks became 

larger. Finally planets appeared and suck the rocks. GFA has 

been proposed inspired from the viewpoint of this thesis [45].  

First powder known as potential solutions are randomly 

initialized, or depending on prior knowledge weights 

according to the mass function space are assigned to each 

powder and then GFA starts. Attraction force between 

powders pulls the other powders by the same effect on the 

other powders. Thus, powders are combined, and eventually 

planets are formed and these are the optimal points. If global 

optimum solution is desired, planets are combined again the 

biggest planet appears.  

GFA has been used for gene clustering in [45]. Parallel version 

of GFA based on CUDA platform has been proposed in [46]. 

18. Gravitational Interactions 
Optimization 

Gravitational Interactions Optimization (GIO) [47] is very 

similar to the CSSA and GSA. It has been proposed by 

independent researchers at about the same time. This algorithm 

assigns mass and load to the bodies depending on the fitness 

function in the space inhabited by the bodies to decide on 

development. [Fig-16] shows the basic steps of GFA. 

19. Hysteretic Optimization 

Hysteretic optimization (HO) is another physics based 

metaheuristic optimization algorithm based on the 

well-known demagnetization process of magnetic materials in 

magnetism [48]. It inspired by the demagnetization of 

magnetic materials by an alternating external field of 

decreasing amplitude. 
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Studies based on HO are as follows: 

HO has been proposed for well-known travelling salesman 

problem in [49] and promising results have been obtained. Pál 

has proposed the faster and simpler version of HO [50]. HO 

has also been used for the capacitated vehicle routing problem 

[51] ant it has been experimentally shown that proposed 

method is competitive with other popular algorithms, such as 

particle swarm optimization, genetic algorithms. HO is also 

proposed for finding ground states of Sherrington–Kirkpatrick 

spin glass systems [52].  

20. Light Ray Optimization 
Algorithm 

Light Ray Optimization (LRO) is inspired from the optical 

refraction and reflection of light rays which make the light rays 

travel in least time [53]. First, the search space is divided into 

small divisions which are full of different kinds of media, where 

light rays go at different velocities. Then let the velocity of light 

rays in each medium be the value of objective function at some 

point in the division. With the laws of refraction and reflection, 

a beam of light travels in different media to seek the optimum. 

Studies based on LRO are as follows: 

LRO algorithm based on annealing strategy has been 

introduced in [54]. The principle analysis of LRO has been 

performed in [55]. In [56], LRO has been used for parameter 

identification of ship vertical motions. Multi-objective version 

of LRO has been proposed in [57]. The relationship between 

the Euler method of ray equations of two-dimensional 

continuous derivable media and the iterative formula of light 

ray optimization were studied using the variation method and 

differential equation theory to obtain high convergence with 

high accuracy for the complex problems [58]. 

21. Ray Optimization 

Ray Optimization (RO) has been conceptualized using the 

relationship between the angles of incidence and fraction 

based on Snell’s law. In RO, each agent is modelled as a ray of 

light that moves in the search space in order to find the 

optimum solution of the complex problems [59].  

 

Fig. 16. Main steps of GFA.  

 

Fig. 17. Main steps of SOA.  
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Fig. 18. Main steps of WCA.  

22. Spiral Optimization 
Algorithm 

Spiral Optimization Algorithm (SOA) is a novel and current 

metaheuristic based on an analogy of spiral phenomena in 

nature [60, 61]. Main steps of the algorithm is shown in 

[Fig-17]. 

Studies based on SOA are as follows: 

SOA has been used for solving combined economic and 

emission dispatch problem and encouraging results have been 

obtained [62]. SOA has also been used for minimizing the 

active power loss along with partial compensation of inter bus 

voltage drop [63]. The algorithm has been effectively used for 

optimal multi-objective design of digital filters in [64]. 

Improved version of SOA has been proposed and used in 

many engineering problems [65]. 

23. Water Cycle Algorithm 

Water Cycle Algorithm (WCA) is a recently proposed physics 

based metaheuristic optimization algorithm inspired from 

nature and based on the observation of water cycle process and 

how rivers and streams flow to the sea in the real world [66, 

67]. [Fig-18] shows the basic steps of WCA. 

WCA has been used to find optimal operation strategies for the 

Karon-4 reservoir and a four-reservoir system in Iran [68]. 

Multi-objective versions of WCA has been introduced in [69, 

70]. WCA has also been used for weight minimization of truss 

structures including discrete sizing variables [71].  

24. Water Flow Algorithm 

Water Flow Algorithm (WFA) is another interesting physics 

based algorithm proposed by simulating the hydrological 

cycle in meteorology and the erosion phenomenon in nature. 

The proposed algorithm is based on the simulation of 

spreading raindrops into many places on the ground, the 

property of water flow always moving from higher positions 

to lower positions, and the erosion capability of water flow on 

the ground. Basic operators of this algorithm are based on the 

raindrop distribution simulation, the property of water flow 

always moving to lower positions, and the erosion process to 

overcome obstacles [72].  

WFA has been used for multi-skewed handwritten text line 

segmentation and promising results have been obtained [73]. 

In [74], flexible flow shop scheduling problem with limited or 

unlimited intermediate buffers has been solved with WFA and 

efficient results have been demonstrated. 

25. Conclusions 

Physics based metaheuristic optimization algorithms are 

efficient and robust in solving of high-dimensional and hard 

problems. Although there are twenty three metaheuristic 

algorithms originated from physics, they are not known many 

researchers of the related area. In this paper, all of the physics 

based metaheuristic algorithms are searched, collected, and 

their properties are introduced in a smooth way. In this way, 

first the creator of algorithm is told and source of inspiration 

is introduced. In addition to that, the basic steps of algorithms 

are showed. Consequently, studies about related algorithm 

are shown to reveal how those algorithms helped solving of 

complex problems. 

This paper will help researchers to see the popular physics 

based algorithms in a simple way and give some ideas that 

can help in their studies. 
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